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Resumen. En este trabajo se investiga la implementacion de redes neuronales
profundas en la clasificacion de sonidos respiratorios, una tarea determinante
para el diagnostico de enfermedades pulmonares. Para esta labor, se emplea la
arquitectura VGG-16, reconocida por su eficacia en la clasificacion de iméagenes,
la cual ha sido adaptada para procesar datos de audio. Se realizaro la recopilacion
y preprocesamiento del conjunto de datos de sonidos respiratorios, utilizando
coeficientes cepstrales de frecuencia de Mel (MFCC’s) como entrada de la red.
Los resultados obtenidos revelan un rendimiento significativo, con una precision
del 78% en la clasificacion de sonidos respiratorios. Este resultado resalta el po-
tencial de las redes neuronales convolucionales pre entrenadas en el campo mé-
dico. Sin embargo, persisten desafios por superar, como la necesidad de conjun-
tos de datos mas amplios y una comprension mas profunda de los resultados para
su implementacion clinica efectiva.

Palabras clave: Redes neuronales profundas, Sonidos respiratorios, Arquitec-

tura VGG-16, Coeficientes cepstrales en frecuencia de Mel (MFCC's), Diag-
nodstico de patologias respiratorias.
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1 Introduccion.

Las enfermedades respiratorias a lo largo de la vida son una carga global para los indi-
viduos, las familias, los servicios de atencion médica y las sociedades. El impacto in-
cluye costos directos de servicios de salud, costos sociales y de funcionamiento fami-
liar, afios de vida perdidos, pérdida de productividad por dias de ausentismo escolar y
laboral [1 2 3]. La auscultaciéon pulmonar ha demostrado ser util en el diagnéstico y
seguimiento de diversas enfermedades [4 5]. Sonidos respiratorios adventicios (SRA),
como roncus, sibilancias y crepitantes, se asocian con enfermedades comunes como
asma, enfermedad pulmonar obstructiva cronica, enfermedad pulmonar intersticial, fi-
brosis quistica (FQ), bronquiectasias no FQ, tuberculosis pulmonar, bronquiolitis y
neumonia. Los hallazgos positivos durante la auscultacion influyen en las decisiones
clinicas tales como la frecuencia de prescripciones de antibidticos y derivaciones a aten-
cion especializada [6]. La mayoria de los casos de asma tienen su primera manifestacion
clinica durante los primeros afios de vida cuando la obstruccion reversible de la via
aérea es dificil de medir [7, 8, 9].

Por lo tanto, mucho se basa en observaciones de segunda mano de parte de los padres
y cuidadores y su reporte de sintomas, incluyendo sibilancias. Existe una falta de cono-
cimiento de la relacion entre sibilancias escuchadas con el estetoscopio y las que escu-
chan los padres/cuidadores [10, 11]. Los sonidos respiratorios (SR) adquiridos me-
diante auscultacion estan disponibles casi universalmente, son econdmicos y no inva-
sivos, comodos (no es necesario tolerar una mascarilla facial o un sello alrededor de
una boquilla) y rentables, pueden repetirse tantas veces como sea necesario y requiere
una cooperacion minima del paciente y capacitacion de los profesionales de la salud.
Sin embargo, la subjetividad de la auscultacion es ampliamente reconocida, lo que ha
llevado a una nueva era de desarrollos en técnicas computarizadas para la adquisicion
y analisis de sonidos respiratorios [12].

En las ultimas décadas, la automatizacion de la clasificacion de sonidos respiratorios
anormales ha sido objeto de amplia investigacion. En este sentido, se han recopilado y
analizado métodos utilizados con mayor frecuencia en investigaciones [13]. La mayoria
de estos métodos atin estan en fase de desarrollo. Este proceso de desarrollo suele cons-
tar de dos etapas principales: la primera es el preprocesamiento de los audios obtenidos
por especialistas: Esta etapa implica el uso de diversas técnicas para eliminar ruidos no
deseados de las sefales, con el fin de mejorar la calidad de los datos. La segunda es la
extraccion de caracteristicas: Una vez procesados los datos, se extraen caracteristicas
necesarias para la deteccion o clasificacion. Posteriormente, se aplican técnicas especi-
ficas sobre estas caracteristicas extraidas. Entre las caracteristicas mas comtinmente
empleadas en la literatura se incluyen los coeficientes cepstrales de frecuencia Mel
(MFCC'’s) [14, 15], caracteristicas espectrales, mediciones de energia, entropia y coe-
ficientes de wavelet. Algunos algoritmos de aprendizaje automatico implementados en
la literatura estan basados en reglas empiricas, tales como las maquinas de soporte vec-
torial (SVM), redes neuronales artificiales (ANN) [16], modelos de mezcla Gaussiana
(GMM), regresion logistica, entre otros. Gran parte del éxito en la clasificacion de estos
algoritmos depende del volumen de datos con el cual estos son alimentados, pero el
reducido nimero de pacientes que se emplean en los estudios hace que esta tarea se
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complique un poco mas. Esto no significa que no se obtengan resultados satisfactorios
en la clasificacion implementando estos algoritmos ya que estos pueden disefarse, ajus-
tarse a la medida de los datos y sus caracteristicas obtenidas de un nimero limitado de
pacientes. No obstante, cuando el nimero de pacientes aumenta en grandes escalas pu-
diendo llegar incluso hasta los cientos, estas caracteristicas aprendidas de conjuntos de
datos pequeios tienden a no aplicarse de manera generalizada [17]. Por esta razon, el
uso de redes neuronales convolucionales (CNN) pre entrenadas, se vuelve especial-
mente ventajoso al enfrentarse a conjuntos de datos de diversos tamafios. Las arquitec-
turas pre entrenadas, como la VGG-16 [18, 19], son ampliamente empleadas en este
tipo de trabajos debido a su capacidad para adaptarse a diferentes escenarios. Esta elec-
cion estratégica no solo contribuye a reducir la carga computacional y los tiempos de
entrenamiento, sino que también permite capitalizar el conocimiento previamente ad-
quirido por la red a partir de conjuntos de datos extensos. Al utilizar una red pre entre-
nada como base, se puede comenzar con parametros que ya tienen cierto grado de op-
timizacion, lo que agiliza el proceso de ajuste a los datos especificos del problema en
cuestion [20, 21]. Esto conlleva una mejora significativa en la eficiencia y precision del
modelo, sin la necesidad de realizar un entrenamiento desde cero. Ademas, al evitar la
necesidad de entrenar desde el principio, se reduce el riesgo de sobreajuste y se acelera
el ciclo de desarrollo del modelo, lo que resulta en una implementacion mas rapida y
efectiva en aplicaciones enfocadas al diagnostico de patologias respiratorias permi-
tiendo asi a los especialistas poder generar diagndsticos mas precisos. Este estudio se
centra en la utilizacion de una red neuronal pre entrenada VGG-16 con el conjunto de
datos de ImageNet, con el objetivo de extraer caracteristicas MFCC'’s para determinar
pacientes con o sin patologias respiratorias. Estas caracteristicas se utilizan para clasi-
ficar los sonidos respiratorios, utilizando una base de datos proporcionada por un espe-
cialista en neumonologia infantil del Departamento de Neumonologia Pediatrica del
Hospital Zonal “Dr. Andrés R. Isola” en Puerto Madryn, Argentina.

2 Metodologia.

El equipo de investigacion argentino liderd la creacion de una base de datos de sonidos
respiratorios, que comprende 342 grabaciones con una duracion de 20 segundos cada
una. Estas grabaciones se llevaron a cabo en 7 ubicaciones especificas de auscultacion
(cinco en el frente y dos en el dorso) como se puede observar en la Fig. 1, con la parti-
cipacion de 138 pacientes menores de 18 afios, tanto asintomaticos como sintomaticos,
incluyendo lactantes, nifios y adolescentes, con diversas condiciones respiratorias. Los
sitios 1 y 2 corresponden a los lobulos inferiores derecho e izquierdo, respectivamente;
los sitios 3 y 4 corresponden a los lobulos superiores derecho e izquierdo, respectiva-
mente; y los sitios 5 y 6 al lobulo medio derecho y lingula, respectivamente; y el sitio
7 a la traquea. Cada grabacion contiene entre 5 y 12 ciclos respiratorios, lo que suma
un total de 1.54 horas de grabaciones, abarcando un espectro de sonidos respiratorios
como estridor, roncus, crepitantes y sibilancias, con algunas grabaciones que contienen
multiples tipos de sonidos. Se incluyeron tanto grabaciones de sonidos respiratorios sin
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interferencias como aquellas con ruido, replicando asi las condiciones en las que los
especialistas trabajan en entornos clinicos. Los datos fueron recopilados en el consul-
torio externo de neumonologia infantil del Hospital Zonal "Dr. Andrés R. Isola" en
Puerto Madryn, Chubut, Argentina, durante los afios 2018 (103 grabaciones), 2019 (234
grabaciones) y 2020 (5 grabaciones). EI Comité de Etica de la Investigacion (CEI) per-
teneciente al Comité de Bioética del Area Programatica Norte de la provincia de Chubut
aprob¢ el estudio de investigacion (N.° de ingreso 1510, con fecha 08/11/2018).

Posterior

Anterior Amering

Fig. 1. Sitios de auscultacion, elaboracion propia de los autores.

Cada archivo de audio fue etiquetado por expertos para garantizar la precision de las
etiquetas asignadas a los sonidos respiratorios. Se estructuraron los nombres de los ar-
chivos en cinco elementos separados por guiones bajos (" "), que incluyen el nimero
de paciente, el indice de grabacion, la ubicacién toracica, el modo de adquisicion (Se-
cuencial/Canal Unico (SC)), y el equipo de grabacién (Shure MVL-3M Littmann Clas-
sic II Pediatric Stethoscope (ShuLittC2 PS)). Posteriormente, se dividieron en dos gru-
pos segun la presencia o ausencia de sibilancias (presencia=1, ausencia=0). Dado que
los audios grabados en condiciones clinicas tipicamente contienen ruido, se procedio a
preprocesar los archivos de audio para garantizar la calidad de los datos. Primero, se
resamplearon los archivos de audio a 4Khz. Luego, se disefi6 un filtro Butterworth pasa
bandas de quinto orden con frecuencias de corte entre 100-400 Hz para eliminar los
ruidos ambientales mientras se conservaban las sefiales de interés. Este proceso se llevo
a cabo utilizando la libreria de Python para manipulacion de archivos de audio. Los
MFCC's se destacan como herramientas efectivas para extraer caracteristicas al anali-
zar archivos de audio de auscultacion, se puede observar un ejemplo de MFCC's tanto
de un paciente que no presenta patologia comparado con uno que si posee alguna con-
dicion Fig. 2. Aunque existen otras técnicas de extraccion de caracteristicas como la
transformada de wavelet, el espectrograma y la representacion en el dominio del
tiempo, los MFCC'’s son particularmente adecuados para esta tarea. En este estudio, se
emplearon los MFCC's, generando 13 coeficientes para cada archivo de audio. Estos
coeficientes fueron transformados en imagenes para ser utilizados como entrada en una
red pre entrenada VGG-16.
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Fig. 2. Coeficientes MFCC's obtenidos para a) paciente que no presenta patologia, b)
paciente con patologia respiratoria.

Se empleo la arquitectura CNN pre entrenada VGG-16, utilizando imagenes que re-
presentan los MFCC’s como entrada de datos. Para el entrenamiento, se utilizé una
laptop equipada con un procesador Intel(R) Core (TM) i7-9750H CPU @ 2.60GHz,
con 16GB de RAM y una tarjeta grafica RTX 2070 HQ. Inicialmente, el modelo VGG-
16 pre entrenado se empled en una tarea de clasificacion binaria, donde la clase O re-
presenta a pacientes sin patologia y la clase 1 a pacientes con patologia respiratoria. Se
conservo la arquitectura pre entrenada del modelo, sustituyendo unicamente la capa de
salida para adaptarla a la nueva tarea. Posteriormente, el modelo se reentrené con la
nueva capa de salida, lo que resulté en un modelo afinado para procesar las representa-
ciones de MFCC'’s. Para garantizar una evaluacion adecuada y prevenir el sobreajuste,
se dividio el conjunto de datos en conjuntos de entrenamiento (80%), prueba (20%) y
validacion (10%).

3 Resultados.

La implementacion de una CNN pre entrenada VGG-16 para la clasificacion de sonidos
respiratorios ha arrojado resultados prometedores. Al alcanzar una exactitud del 78%
en la clasificacion de sonidos respiratorios en lactantes, nifios y adolescentes, este mo-
delo ha demostrado una capacidad significativa para distinguir entre diferentes patrones
respiratorios, lo que sugiere su viabilidad en aplicaciones clinicas. La matriz de confu-
sion en la Tabla.1, se puede observar que, del total del conjunto de prueba, se obtienen
11 verdaderos negativos (VN), 5 falsos positivos (FP), 3 falsos negativos (FN) y 14
verdaderos positivos (VP). Estos resultados destacan la eficacia del modelo en la clasi-
ficacion de las distintas categorias de sonidos respiratorios.
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Tabla 1. Matriz de Confusion del Modelo Clasificador en el Conjunto de Pruebas.

Clase 0 Clase 1
VN FP
Clase 0 11 5
Real FN VP
Clase 1 3 14
Prediccion

A pesar de que se han observado algunas confusiones entre clases especificas, la
mayoria de las predicciones coinciden con las etiquetas verdaderas, lo que respalda la
robustez del modelo. El analisis de la curva de pérdida junto con la ROC Fig. 3 inicial-
mente indica que el modelo no sufre ni de sobreajuste ni de subajuste. No obstante, es
importante destacar que el modelo alcanza un valor 6ptimo en menos de 20 épocas, lo
que sugiere una eficiencia en el proceso de entrenamiento. Sin embargo, se debe ejercer
cautela al interpretar esta curva, ya que la falta de datos podria estar influyendo en los
resultados. El valor obtenido, 0.78, refleja un buen desempefio del modelo en la clasi-
ficacion de los sonidos respiratorios, indicando una tasa aceptable de verdaderos posi-
tivos (sensibilidad) en comparacion con la tasa de falsos positivos (1 - especificidad).
En otras palabras, el modelo es capaz de distinguir eficazmente entre los sonidos respi-
ratorios de pacientes con y sin patologia respiratoria en la mayoria de los casos. Ade-
mas, se realizaron analisis adicionales para comprender mejor el desempefio del modelo
en diferentes subconjuntos de datos, como la edad de los pacientes, el tipo de afeccion
respiratoria y la ubicacion toracica de los sonidos auscultados. Estos analisis ofrecen
informacion valiosa sobre la generalizacion del modelo en diversos contextos clinicos
y pueden orientar futuras mejoras en su arquitectura.

Perdida entrenamiento Vs validacién Curva ROC

10 — Entrenamiento 1.0 ,
— Vvalidacién
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Tasa de Verdaderos Positivos
o
s

~
o
¥
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Epocas Tasa de Falsos Positivos

Fig. 3. Graficas representativas del rendimiento del modelo.

En conjunto, estos resultados sugieren que la aplicacion de la red neuronal convolu-
cional VGG-16 pre entrenada en la clasificacion de sonidos respiratorios tiene el po-
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tencial de mejorar la precision y la eficiencia en el diagnostico de enfermedades pul-
monares, lo que podria tener un impacto significativo en la préctica clinica y la atencion
al paciente. Sin embargo, se requieren estudios adicionales para validar y optimizar atin
mas el modelo en diferentes poblaciones y entornos clinicos.

4 Discusion.

Recientemente, Huang y colaboradores [22] describieron métodos de aprendizaje pro-
fundo para el analisis del sonido pulmonar. Hasta la fecha de esta publicacion, sdlo tres
estudios [23 24 25] han empleado MFCC's para dos tareas médicas distintas: la detec-
cion de sonidos anormales (ASD, por su sigla en inglés) y el reconocimiento de enfer-
medades respiratorias (RDR, por su sigla en inglés). Destacamos que nuestro conjunto
de datos, centrado en lactantes, nifios y adolescentes, es el primero en su clase en utilizar
este método para extraer caracteristicas al analizar archivos de audio de auscultacion.
Es crucial sefialar que, aunque el valor de 78% sugiere un buen rendimiento del modelo,
aun existe margen para mejorar su capacidad de discriminacion. Estas mejoras podrian
lograrse mediante ajustes en los parametros del modelo, la optimizacion de la arquitec-
tura de la red neuronal, o la incorporacion de mas datos de entrenamiento para fortalecer
su capacidad predictiva en diversos escenarios clinicos.

5 Conclusiones.

Los resultados obtenidos en este estudio respaldan la eficacia de la implementacion de
la red neuronal convolucional (CNN) pre entrenada VGG-16 en la clasificacion de so-
nidos respiratorios en lactantes, nifios y adolescentes, con una precision del 78%. Estos
hallazgos son prometedores y sugieren que la aplicacion de la inteligencia artificial en
el analisis automatizado de sonidos respiratorios tiene el potencial de mejorar signifi-
cativamente el diagnostico y la gestion de enfermedades pulmonares en este grupo eta-
rio.

La capacidad del modelo para distinguir entre diferentes patrones respiratorios, in-
cluso en presencia de ruido ambiental, destaca su robustez y su utilidad potencial en
entornos clinicos. La matriz de confusion revela un buen rendimiento general del mo-
delo, con algunas confusiones que podrian ser abordadas mediante una mayor optimi-
zacion y refinamiento del algoritmo. Ademas, los analisis adicionales realizados para
explorar el desempefio del modelo en diferentes subconjuntos de datos proporcionan
informacion valiosa sobre su generalizacion en diferentes contextos clinicos. Estos ha-
llazgos son fundamentales para comprender los posibles sesgos y limitaciones del mo-
delo y pueden guiar futuras mejoras en su arquitectura y aplicacion. En resumen, este
estudio subraya el potencial de la inteligencia artificial, especificamente de las redes
neuronales convolucionales pre entrenadas, en la mejora del diagnoéstico y la gestion de
enfermedades respiratorias a través del analisis automatizado de sonidos respiratorios.
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Estas investigaciones tienen potenciales aplicaciones en el &mbito médico, particular-
mente en el diagndstico y monitoreo remoto de pacientes pediatricos y adultos con en-
fermedades respiratorias, los usos futuros también pueden incluir la evaluacion de ha-
bilidades y el examen de estudiantes y profesionales del personal sanitario.
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