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Resumen: Las inteligencias artificiales (IA) estdn generando cambios
profundos en nuestras sociedades. Su regulacién se ha transformado en uno de
los temas mas relevantes de las agendas politico-tecnolégicas a nivel nacional
e internacional. En el afio 2024 se advirtié un pico de interés sobre las IA por
parte de la Organizaciéon de Naciones Unidas (ONU). Especificamente, su
Asamblea General adopté dos resoluciones sobre IA. En primera instancia, la
Resolucién 78/265 “Aprovechar las oportunidades de sistemas seguros,
protegidos y fiables de inteligencia artificial para el desarrollo sostenible” y,
en segundo lugar, la Resolucion 78/311 “Mejorar la cooperacién internacional
para el desarrollo de capacidades en inteligencia artificial”. En este articulo se
buscan responder, entre otras preguntas, ¢(Cudles son los puntos mas
relevantes de estas nuevas regulaciones internacionales sobre IA? ;Qué
proponen a la hora de proteger los derechos humanos, evitar nuevas brechas
tecnolégicas o promover la cooperacién internacional? A continuacién se
describen y analizan los puntos mas relevantes de ambas Resoluciones. El
articulo forma parte de una investigacién mayor sobre las politicas y las
regulaciones de las IA en el plano internacional.
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[1] El articulo se desarrollé gracias al apoyo del Consejo Nacional de Investigaciones
Cientificas y Técnicas (CONICET), la Facultad de Humanidades (FH), de la Universidad
Nacional de Mar del Plata (UNMdP) y Bienes Comunes A. C. La investigacién se desarrolla
dentro del Instituto de Humanidades y Ciencias Sociales INHUS, CONICET / FH - UNMdP) y
el Grupo de Investigacién ‘Ciencia, Tecnologia, Universidad y Sociedad’ (CITEUS), OCA
347/05, FH — UNMGAdP. Este articulo retoma y profundiza las ponencias sobre politicas y
regulaciones de las IA que fueran presentadas en Bahia Blanca, 53JAIIO [14] y en Bozen-
Bolzano, Beware — 23AIxIA [15].
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Summary: Artificial intelligences (AI) are generating deep changes in our
societies. Its regulation has become one of the most relevant issues of
political-technological agendas at national and international level. In 2024 a
peak of interest on Al by the United Nations Organization (UN) was noticed.
Specifically, its General Assembly adopted two resolutions on Al. In the first
instance, the Resolution 78/265 “Seizing the opportunities of safe, secure and
trustworthy artificial intelligence systems for sustainable development” and,
secondly, the Resolution 78/311 “Enhancing international cooperation on
capacity-building of artificial intelligence". This article seeks to answer,
among other questions, what are the most relevant points of these new
international regulations on AI? What do they propose when protecting human
rights, avoiding new technological gaps or promoting international
cooperation? The most relevant points of both resolutions are described and
analyzed below. The article is part of a greater investigation on policies and
regulations of AT at the international level.

Key words: artificial intelligencies, Resolutions, United Nations General
Assemby, sustainable development, human rights.

[1] Introduccion: la posicion “tactica” de Naciones Unidas sobre IA

Las inteligencias artificiales (IA) estan generando cambios profundos en
nuestras sociedades [1]. Hace afios que forman parte de nuestra vida cotidiana: se
trata de diferentes tecnologias que se podrian definir como omnipresentes, poderosas,
opacas y, muchas veces, invisibles al ojo humano [2]. Las IA se estan transformando
en un tema existencial: favorecen cambios radicales en relacién al acceso a la
informacién/datos, la creacion de valor o la gestién del conocimiento. Hace afios que
desde la ONU se advierte sobre la aceleracion del cambio tecnolégico, una especie de
crecimiento exponencial, y como éste podria afectar a la poblacién mundial. Sin
embargo, a pesar de las advertencias, la posicion de la ONU y sus agencias sobre las
IA no deja de ser ambigua. Por un lado, depositan grandes esperanzas en que las
tecnologias digitales y, en particular, las IA puedan ser las herramientas tacticas que
permitan alcanzar para 2030 los 17 Objetivos de Desarrollo Sostenible (ODS)?. Por el
otro, advierten sobre los riesgos que acarrean estos cambios tecnolégicos para los
derechos humanos: entre otros, asimetrias en el acceso/disponibilidad, brechas
digitales, monopolios, violacién de la privacidad y la proteccion de datos personales,
extractivismo de datos, sesgos algoritmicos, discriminacién, noticias falsas,

[2] En 2015 los paises miembros de Naciones Unidas aprobaron la Agenda 2030 para el
Desarrollo Sostenible y definieron 17 objetivos, conocidos como Objetivos del Desarrollo
Sostenible (ODS). Los 17 Objetivos del Desarrollo Sostenible son globales y complementarios:
1) Fin de la pobreza; 2) Hambre cero; 3) Salud y bienestar; 4) Educacién de calidad; 5)
Igualdad de género; 6) Agua limpia y saneamiento; 7) Energia asequible y no contaminante; 8)
Trabajo decente y crecimiento econdémico; 9) Industria, innovacién e infraestructuras; 10)
Reduccién de las desigualdades; 11) Ciudades y comunidades sostenibles; 12) Produccién y
consumo responsables; 13) Accién por el clima; 14) Vida submarina; 15) Vida de ecosistemas
terrestres; 16) Paz, justicia e instituciones sélidas; y 17) Alianzas para lograr los objetivos [3].
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desinformacion, armas auténomas, etc. [4] [5]. De alli que las regulaciones de las TA
se hayan vuelto un tema recurrente para la ONU y sus principales agencias,
alcanzando en 2024 un pico histérico de interés y discusion [14], [15]. El objetivo de
este articulo es describir y analizar las Resoluciones de la Asamblea General de la
ONU sobre temas de IA: en primera instancia, la Resolucién 78/265 “Aprovechar las
oportunidades de sistemas seguros, protegidos y fiables de inteligencia artificial para
el desarrollo sostenible” vy, en segundo lugar, la Resolucién 78/311 “Mejorar la
cooperacion internacional para el desarrollo de capacidades en inteligencia artificial”*.

[2] La Resolucion 78/265 de la Asamblea General

El 21 de marzo de 2024, en el contexto del 78° periodo de sesiones, la
Asamblea General de Naciones Unidas adopt6 su primera resolucion sobre regulacion
de las IA, desarrollo y proteccién de derechos humanos. La resolucién llevé por titulo
“Aprovechar las oportunidades de sistemas seguros, protegidos y fiables de
inteligencia artificial para el desarrollo sostenible” (A/78/L.49)° [6]. La propuesta fue
iniciada por EE.UU. y, tras varios meses de negociacion, fue adoptada por consenso®:
cont6 con el apoyo de 123 paises y las relevantes no-objeciones de China y Rusia.
Para la representante de los EE.UU., Linda Thomas-Greenfield, la principal virtud de
la Resolucién fue abrir el didlogo sobre temas de IA a la gran comunidad mundial.
Entre sus antecedentes inmediatos se destacan iniciativas nacionales y documentos
internacionales: la declaracion de Bletchley, el Pacto Global sobre TA (GPAI), el
Proceso de Hiroshima que firmé el G7, los principios del G20 para una IA Fiable y
los principios de la OCDE sobre IA.

Uno de los objetivos de la Resoluciéon es amplificar la labor de las agencias
de la ONU en temas de IA: entre otras, la Unién Internacional de Telecomunicaciones
(UIT), la Organizacién de las Naciones Unidas para la Educacién, la Ciencia y la
Cultura (UNESCO), en particular, a partir de sus Recomendaciones sobre Etica de la
Inteligencia Artificial [9], y el Consejo de Derechos Humanos. Se especulaba con que
la Resolucién podria ayudar a consolidar las negociaciones para un pacto digital
mundial y, en materia de gobernanza, fuera de ayuda en la elaboracién del informe
final del AT Advirory Board [15]. En rueda de prensa, la representante de EE.UU.,
junto a representantes de Bahamas, Jap6n, Paises Bajos, Marruecos, Singapur y Reino

[3] Titulo en inglés: “Seizing the opportunities of safe, secure and trustworthy artificial
intelligence systems for sustainable development” [6].

[4] Titulo en inglés: "Enhancing international cooperation on capacity-building of
artificial intelligence” [16]

[5] Es parte de la aplicacién y seguimiento integrados y coordinados de los resultados de
las grandes conferencias y cumbres de las Naciones Unidas en las esferas econdémica y social y
esferas conexas. Especificamente, el item 13 se present6 como “Facilitar el desarrollo
sostenible aprovechando las oportunidades que ofrecen los sistemas de inteligencia artificial
seguros y fiables - proyecto de resoluciéon (A/78/L.49)”. En el orden del dia aparecié como
“Adopcién de medidas en relacién con el proyecto de resolucién” [7].

[6] La adopcién de una resolucién por consenso significa que el proyecto presentado no
fue sometido a una votacién formal (con votos afirmativos, negativos o abstenciones) sino que
sobre el mismo no se han presentado objeciones por parte de los Estados Miembros [8].
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Unido, consideré que la Resolucién era un gran paso para gobernar las IA antes que
estas tecnologias nos gobiernen a nosotros. Ademas, subrayé que la innovacién y la
regulacién no son mutuamente excluyentes sino complementarias [10].

Aunque la Resolucion es de lectura facil, y esta traducida en varios idiomas,
por momentos su redaccion se torna redundante, repetitiva y circular. A continuacion,
y de acuerdo a los objetivos de la investigacién mayor, se describen y analizan
algunos de los puntos que podrian considerarse de relevancia para el estudio de las
regulaciones sobre las TA:

* [2.1] Una definicion (amplia) sobre sistemas de IA “seguros, protegidos y
fiables”: la Resolucién define los sistemas de IA “seguros, protegidos y
fiables” como aquellos que, perteneciendo al &mbito no militar y abarcando
todo su ciclo vital’, se caracterizan por: [a] centrarse en las personas, [b] ser
fiables, [c] explicables, [d] éticos e inclusivos, [e] plenamente respetuosos de
los derechos humanos y el derecho internacional, [f] mantener la privacidad,
[g] estar orientados al desarrollo sostenible y [h] ser responsables [6]. A
pesar de la abundancia y diversidad de los elementos descritos, también
presentes en varios documentos internacionales, s6lo se trata de una
definicién aproximativa, amplia y ambigua sobre estos sistemas. Una
definicién estricta, tan necesaria en este campo, podria haber derivado en
diferencias explicitas y demorado la adopcién del proyecto por consenso. No
obstante, la Resolucién advierte sobre la urgencia de alcanzar un consenso
mundial sobre qué son y cémo se desarrollarian estos “sistemas seguros,
protegidos y fiables” de IA.

* [2.2] Las IA y su vinculo con los ODS de la agenda 2030: La Resolucion
reconoce que los sistemas de IA que se consideran “seguros, protegidos y
fiables” tienen el potencial de propiciar los avances hacia la consecucién de
los 17 Objetivos de Desarrollo Sostenible (ODS). Afirma que las IA pueden
acelerar el desarrollo sostenible en sus tres dimensiones (economica, social y
ambiental). A su vez, entiende que estos sistemas de TA podrian, de manera
equilibrada e integrada, fomentar la transformacién digital, promover la paz,
salvar las brechas digitales (entre paises y dentro de ellos) y, manteniendo la
persona en el centro, promover y proteger el goce de los derechos humanos y
las libertades fundamentales. Al respecto, la Resolucién no cita casos de
éxito sobre IA y los ODS, ni otras fuentes que permitan identificar como se
dard esta articulacién virtuosa entre las tecnologias digitales y la agenda
2030. Al respecto, es importante mencionar que en 2023 Naciones Unidas
inicié una evaluacién de medio término sobre el grado de avance de dichos
objetivos y los resultados fueron alarmantes [3]°.

[71El ciclo de vida de la IA incluye las etapas de predisefio, disefio, desarrollo,
evaluacion, puesta a prueba, despliegue, utilizacién, venta, adquisicién, explotacién y retirada
de servicio.

[8] El informe, con datos a junio de 2023, analizé cada uno de los objetivos y mostré sin
eufemismos como mas de la mitad de la poblacién mundial se estd “quedando atras”. Aunque
algunos ODS registraron avances, otros muestran lentitud o, incluso, retrocesos preocupantes
(pobreza, hambre, igualdad, clima). El informe convoca a actuar con urgencia, antes que la
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* [2.3.] El rechazo y no uso de sistemas de IA que violen los derechos
humanes: La resolucién solicita a los Estados Miembros que se abstengan
de utilizar (o dejen de utilizar) sistemas de IA que pongan en riesgo los
derechos humanos. Especificamente, se invita a rechazar el disefio, el
desarrollo y el uso (en realidad, todo el ciclo de vida) incorrecto o malicioso
de los sistemas de IA que, entre otros elementos, puedan ser caracterizados
por: no tener salvaguardas adecuadas, contrariar el derecho internacional,
dificultar los avances hacia los ODS de la Agenda 2030, socavar el
desarrollo sostenible (econémico, social y ambiental), agrandar las brechas
digitales (entre los paises y dentro de ellos), reforzar las desigualdades y los
sesgos estructurales, conducir a la discriminacién, minar la integridad de la
informacién y el acceso a ella, debilitar la proteccion, la promocion y el goce
de los derechos humanos y las libertades fundamentales (incluida la vida
privada) y aumentar el riesgo potencial de accidentes y amenazas complejas
de actores malintencionados.

* [2.4] Regulaciones nacionales, sector privado y otros actores socio-
comunitarios: La Resolucién exhorta a los Estados Miembros a que
elaboren marcos normativos y apoyen la gobernanza de “sistemas IA que
sean seguros, protegidos y fiables”. Alienta a todos los Estados Miembros, e
invita a multiples interesados (sector privado, sociedad civil, organizaciones
internacionales, medios de comunicacién, academia, instituciones de
investigacion y personas del dmbito técnico), a crear ecosistemas propicios
para la innovacién, el emprendimiento y la difusién de conocimientos. Los
invita a que adopten medidas para cooperar y prestar asistencia a los paises
en desarrollo a fin de lograr un uso inclusivo y equitativo de estas
tecnologias. Alienta al sector privado a que se adhiera a las leyes
internacionales y nacionales y actie en consonancia con los Principios
Rectores de las Naciones Unidas sobre las Empresas y los Derechos
Humanos: entornos empresariales de libre competencia, ecosistemas
competitivos, mercados con actividades econdémicas y comerciales justas,
abiertas, inclusivas y no discriminatorias a lo largo de todo el ciclo vital de
los sistemas de IA.

* [2.5] La necesidad de prevenir las brechas sobre IA: La resolucion resalta
la necesidad de evitar y paliar una divisoria digital en materia de IA. Invita a
los Estados Miembros a tomar todas la medidas que sean necesarias para
salvar la brecha en materia de inteligencias artificiales y otras brechas
digitales entre los paises y dentro de ellos. Reconoce que existen diversos

Agenda 2030 se convierta en una quimera o, peor aun, en el epitafio del mundo que podria
haber sido [3]. Los escasos resultados de medio término y el mundo atravesando una policrisis
(pandemia, cambio climéatico y guerras) obligaron a grupos de expertos de Naciones Unidas a
replantear la estrategia y apostar por un uso intensivo de tecnologias digitales e IA para acelerar
los resultados. En 2023 y 2024 se publicaron varios informes y planes estratégicos de diferentes
agencias de Naciones Unidas donde se presentaron ideas y soluciones radicales para la Agenda
2030 [11]. Por ejemplo, el Plan Estratégico del Programa Informacién para Todos [12].

SADIO Electronic Journal of Informatics and Operations Research (EJS) e-ISSN 1514-6774

114



115

niveles de desarrollo tecnolégico (entre paises desarrollados y en desarrollo)
y que los paises en desarrollo se enfrentan a desafios singulares para seguir
la aceleracion en materia de IA. La Resolucién indica la necesidad de
aprovechar la transferencia de tecnologias, aumentar la infraestructura de
computacion y de conectividad, mejorar la alfabetizacién digital y aumentar
los fondos para investigacion y desarrollo cientifico-tecnolégico. En la
Resolucién no se aportan datos o indicadores al respecto de estas asimetrias.
No obstante, algunos estudios indican que ALyC sélo aporta el 2,66% de los
articulos sobre IA en revistas cientificas [13]°. A simple vista, la brecha de
IA, sumada a las ya conocidas brechas digitales y de desarrollo, podrian
complejizar ain mas la Agenda 2030 en ALyC.

[3] La Resolucion 78/311 de la Asamblea General

La Asamblea General de la ONU adopt6 el 1 de julio de 2024 su segunda
Resolucién sobre IA. El proyecto de Resolucién A/78/L.86 fue presentado por la
Reptiblica Popular China, junto a 18 paises, y adoptado por la Asamblea General, sin
voto (consenso), como la Resolucién 78/311 “Mejora de la cooperacion internacional
en la construccion de la capacidad de la inteligencia artificial” [16]. Se destaca que la
Reptiblica Argentina no estuvo presente entre los firmantes iniciales del proyecto y
tampoco figura entre los posteriores 118 patrocinadores. El objetivo principal de la
Resolucién es construir capacidades en materia de inteligencia artificial en el ambito
no militar. La Resolucién busca incentivar la cooperacién internacional en materia de
IA (norte-sur, sur-sur y triangular) y ayudar a que las Naciones Unidas desempefien
un papel central y de coordinacién en la cooperacién internacional orientada al
desarrollo. A continuacioén, y de acuerdo a los objetivos de la investigacién mayor, se
describen y analizan algunos de los puntos més relevantes para el estudio de las
regulaciones sobre IA:

* [3.1] Reduccion de las brechas digitales entre paises y dentro de ellos: La
Resolucion alienta a los Estados Miembros a aumentar la cooperacion para
favorecer la construccién de capacidades sobre IA en los paises en
desarrollo. Se busca que las diferentes formas de cooperacion (norte-sur, sur-
sur y triangular) permita superar las brechas digitales sobre IA entre los
paises y también dentro de ellos. La Resolucién busca aprovechar los
beneficios de las IA, minimizar sus riesgos y acelerar la innovacién y el
progreso hacia la consecucién de los 17 Objetivos de Desarrollo Sostenible;

¢ [3.2] Incorporacion de capacidades sobre IA en politicas nacionales: Se
invita a los Estados Miembros a que aumenten sus capacidades en IA e
incluyan el disefio, desarrollo, despliegue y uso de IA en sus planes y
estrategias nacionales de desarrollo sostenible, en consonancia con los

[9] Porcentajes a nivel mundial: 47.14%, Asia del Este y Pacifico; 17.20%, Europa y Asia
Central; 11.61%, América del Norte; 6.93%, Desconocido; 6.75%, Asia del Sur; 4.64%, Medio
Oriente y Africa del Norte; 2.66%, América Latina y Caribe; 2.30%, Resto del Mundo; 0.77%,
Africa Sub-Sahariana [13].
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derechos humanos y el derecho internacional. La Resolucion alienta a la
comunidad internacional y a los actores que resulten interesados a que
aumenten la financiacién y la asistencia técnica sobre IA en los paises en
desarrollo. A su vez, invita a fomentar entornos propicios para la cooperacién
internacional en materia de IA;

* [3.3] Refuerzo de la cooperacion y de las alianzas en IA: La Resolucién
promueve el desarrollo de todo tipo de actividades orientadas a la creacién
de capacidades sobre IA. Entre otras, intercambios de conocimientos,
transferencias de tecnologias (de mutuo acuerdo), asistencias técnica,
aprendizaje permanente, capacitacion de personal, calificacion de la fuerza
laboral, cooperacién de investigacién internacional, cursos de capacitacion,
seminarios y talleres [16]. Se invita a la comunidad internacional a proyectar
entornos empresariales justos, abiertos, inclusivos y no discriminatorios en
todo el ciclo de vida de las IA;

* [3.4] Las inteligencias artificiales y el codigo abierto: La Resolucién
alienta a los Estados Miembros a considerar los beneficios y los riesgos a la
hora de desarrollar inteligencias artificiales de codigo abierto (software de
codigo abierto, modelos abiertos y datos abiertos). A su vez, invita a
considerar el uso de infraestructuras publicas digitales (los bienes comunes y
bienes publicos digitales). La Resolucién promueve, entre otros principios, la
diversidad lingiiistica y cultural, la diversidad de datos y propone la
cooperacion para evitar problemas vinculados al racismo, la discriminacion y
otras formas de sesgo algoritmico.

[4] Reflexiones finales: necesidades, urgencias y peligros en el uso
intensivo de IA

Las Resoluciones sobre IA adoptadas en 2024 por la Asamblea General
muestran el creciente interés que alcanzaron las IA para la ONU y sus agencias. Las
politicas y regulaciones de las IA comienzan a ser materia urgente en la agenda
internacional. Las Resoluciones analizadas tienen la virtud de haber sido adoptadas
por consenso en momentos de fuertes tensiones geopoliticas sobre el desarrollo
cientifico-tecnoldgico. La adopcién de estas Resoluciones muestra como el sistema de
las Naciones Unidas, de acuerdo con su mandato, pudo tomar algunas decisiones
(aunque precarias y algo ambiguas) sobre sistemas de inteligencia artificial seguros y
confiables y los principales lineamientos de cooperaciéon internacional. No obstante,
es posible advertir que estos instrumentos internacionales también muestran serios
defectos y limitaciones. Las Resoluciones no han contribuido a generar estandares y
un lenguaje comun en relacion a otros instrumentos internacionales previos (incluso
de las agencias de la misma ONU). Resulta cada vez mas complejo poder definir (en
términos legales, éticos, comerciales o tecnolégicos) qué se entiende por justo,
equitativo, seguro, explicable o transparente [17]. ;A partir de estas Resoluciones
existe mayor o menor ambigiiedad en estos conceptos? Algo similar ocurre con los
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estandares: emergen sin una comprensiéon comun sobre las TA o se divorcian
rapidamente de los valores que buscaban defender. En un contexto internacional de
fuertes tensiones geopoliticas sobre las TA estos instrumentos no ofrecen soluciones.
Es mas, por sus caracteristicas, estos instrumentos podrian estar contribuyendo a
separar cada vez mas las posiciones entre las potencias de las IA (como EE.UU.,
China, Rusia, Japén, Corea del Sur, India, entre otras). Incluso, en el corto plazo,
podrian estar generando regimenes de gobierno de IA desconectados entre si,
incompatibles, o directamente, enfrentados. Como han reconocido la ONU y sus
agencias, la TA tiene implicaciones existenciales. Desafortunadamente, la posicién de
la ONU sobre la IA sigue siendo dual y ambigua: parecer pendular entre las crecientes
necesidades humanitarias de un mundo en policrisis (pandemia, cambio climatico y
guerras) y la evidente violacién de los derechos humanos detras del uso masivo de las
IA. Estas tecnologias tienen un enorme potencial para la humanidad. Pero, lejos de ser
neutrales, transparentes o universales, actualmente las TA estan atravesadas por el fin
de lucro corporativo unido a intereses geopoliticos. Y, es bueno recordarlo, hasta el
momento las IA no se caracterizan ni por proteger los derechos humanos ni por estar
contribuyendo al desarrollo mundial. Uno de los mayores peligros que implica Al es
profundizar las desigualdades globales y concentrarlas solo en un puiiado de estados y
sus corporaciones. El gran desafio con la IA, central para lograr los ODS (y, en
particular, el ODS N.° 10'°), es si su potencial puede usarse para servir al bien comin
y beneficiar a toda la humanidad.
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